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ABSTRACT: In this article we propose a new measure
of goodness to evaluate a segmentation in a fully-non-
supervised way. If the proper function of goodness can be
found, then is possible to automatically tune the parameters
of any segmentation method, solving one of the most chal-
lenging problems in the segmentation field. In this article,
the goodness is determined by using two different meth-
ods which compute features such as color distinctiveness
and chromatic contrast based on Shannon's Information
Theory. The main idea, present in both methods, is that a
good segment (that is a region of a segmented image) have
a high color distinctiveness and contrast. This article anal-
yses this two methods and compare its performance using
a benchmark. Results obtained shows that both methods
are useful to compute the goodness of a segmentation.

1 INTRODUCTION: In Computer Vision, there are a
great amount of algorithms which requires a good seg-
mentation as a preprocessing step. Nonetheless, existing
segmentation methods require to adapt its parameters to
each problem, and even each image, to yield good results.
Therefore, general purpose segmentation, understood as a
process without human supervision, is still a challenging
problem with no solution. This paper addresses this prob-
lem presenting a combination of features which are aimed
to give a measure of correctness of a segmentation when
no benchmark exist. Consequently, yielding a segmentation
without human supervision. The aim of this article is not
to propose a solution for this problem, but to analyze the
behavior of some existing methods.

One of the earliest works to decide the goodness of a seg-
mentation is the JSEG segmentation method introduced
in [2]. JSEG is a two-step segmentation schema. First, a
clustering of the color space is performed. Afterwards, a
criterion of good segmentation is applied using the spatial
coherence of the image, i.e., the information of the spatial
relation existing between the pixels in the image space.

Another schema proposes that a good segmentation re-
gion should be formed by strongly connected pixels with
homogeneous colors [8]. This second approach follows a
similar idea of the of the work introduced by Heidemann
in [12], which uses the color distinctiveness as a measure
of goodness. Other measures to describe the correctness
of a segment are the homogram proposed in [4], a calculus
based in the Bhattacharyya distance [11], a probabilistic
approach as explained in [9] or a graph-based method as
explained in [13]. The methods studied in this article be-
long to those family methods that use contrast as a criteria
of the goodness of a segmentation (e.g. [7][12]).

In this article, we analyze the performance of two methods.
First, the one introduced in [12]. Such method proposes a
goodness function for color segmentation, which allows to
predict whether the segmented regions will be stable against
noise, variation of lighting, and change of viewpoint. As
such a measure, color saliency defined from average border
contrast is proposed. The second method to be analyzed, is
Color Boosting, introduced by van de Weiejer et al. in [10].
This method, is based on the self information of the chro-
matic transition (first order derivatives of the image). It is
shown in [10] that Color Boosting improve the color distinc-
tiveness in a framework of interest points detection. In the
present work, we want to analyze if this characteristic can
be also useful to decide the correctness of a segmentation.

To decide if these methods are able to take a correct de-
cision, we compare their results using a benchmark. Thus,
a good method of correctness should choose among dif-
ferent segmentations the one that have the best score in
the benchmark. Such a coincidence between the non-
supervised methods and the benchmark would imply that
the measure of correctness applied would be a useful tool
to perform a non-supervised segmentation, by automati-
cally selecting the best set of parameters for each image.

This article is organized as follows: in section 2 we explain
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the method color saliency proposed in [12]. Afterwards, in
section 3 we explain Color Boosting. Finally, sections 4 and
5 presents results obtained and a discussion of this article
respectively.

2 HEIDEMAN'S COLOR SALIENCY: The approach of
Heidemann introduced in [12] proposes a goodness function
for color segmentation, which allows to predict whether the
segmented regions will be stable against noise, variation of
lighting, and change of viewpoint. Color saliency defined
from average border contrast of the segmented image. This
work points out that the idea to maximize contrast is seg-
mentation has been previously considered. Nevertheless,
Heidemann analyses the problem and shows how it leads
to improve region stability. Experiments for three differ-
ent algorithms show that the effect is independent of the
particular functional principle of segmentation. Thus, the
measure can be applied for the automatic and context-free
optimization of segmentation parameters.

The measure proposed is based of color distinctiveness of
the regions of the segmented image. Thus, as far is the (eu-
clidean) distance between neighboring regions, the better is
the segmentation. Given an image / having three chromatic
channels for each pixel (x, y), we compute a segmentation
from which / is divided in Ng non-overlapped regions. The
region color is defined as the mean color of this region in
the original image.

The region saliency Sr(R;) is defined as the average color
difference of R; to the neighboring regions. Concretely, let
the boundary of R; be given as a set B(R;) consisting of
Ng(R;) different pixels. Then Sg(R;) is calculated along
the boundary as

1 1
Sr(Ri) = Ns(R;) (x,y)EZB(RI) Naier(x, y)

Ri(x" y")(x".y" )€ Neigh4(x,y)

Here, |||| . denotes the color distance measure for the par-
ticular segmentation algorithm used. For color spaces such

as RGB, L ux vx or L * ax* bx the Euclidean distance is
used.

The first sum in Eq. 1 is over all boundary pixels (x,y).
The second sum goes over the pixels (x’, y’) within a 4-
neighborhood of (x, y), the 4-neighborhood being denoted
by Neigh4(x, y). To each neighboring pixel (x’, y’) the cor-
responding region Rj(x’,y’) has to be found, so that the
Euclidean distance between the region colors C(R;) and
f(RJ) can be calculated. Ngg(x,y) denotes the number
of pixels of Neigh4(x, y) that belong to a different region,
not to R;. This factor is introduced to avoid aAYaAYdilu-
tionaAZaAZ of the average distance in case there is, e.g.
only one neighboring pixel which belongs to a different re-
gion. Ngg(x,y) is at least 1 since (x,y) is part of the
boundary, the maximum value is Nz (x, y) = 4 in the case
that (x, y) is a region consisting of an isolated pixel.

The Saliency measure of an image | denoted by S(/) is
given by the average over all its regions

S() = 3 3 Sa(R)

Riel

()

Summarizing, S(/) is a measure of the color distinctiveness
of the regions of a segmented image.

In the next section we explain a another way to include color
distinctiveness to and contrast to decide the goodness of a
segmentation.

3 COLOR BOOSTING: The second method that will be
analyzed is Color Boosting, as introduced in [10]. This
method, is based on the self information of the chromatic
transition (first order derivatives of the image). It is shown
in [10] that Color Boosting improve the color distinctiveness
in a framework of interest points detection. In the present
work, we want to analyze if this characteristic can be also
useful to decide the correctness of a segmentation.

The color saliency method by Van de Weijer et al. [10] is
inspired by the notion that a feature's saliency reflects its
information content. Consider an image f = (R, G, B).
The information content, /, of an image derivative fy, ac-
cording to information theory, is given by the logarithm of



its probability p:

I = —log(p(fx))- 3)

Hence, color image derivatives which are equally frequent
have equal information content. To map image derivatives
to a saliency map, a function g is required for which the
following holds:

p(fe) = p(F.) < lg(£)| = lg (). (4)

The saliency function g transfers color image derivatives to
a space where their norm is proportional to their informa-
tion content.

In Fig. 7?7, the distribution of color derivatives for the
COREL dataset is given. The derivatives form an ellipsoid-
like distribution, of which the longest axis is along the lu-
minance direction. This indicates that equal displacements
are more informative along the color directions (perpendic-
ular to the luminance) than in the luminance direction. The
saliency transformation in [10] is restricted to a transforma-
tion based on known color spaces. Now we propose a more
general transformation to compute g in that it is not fixed
to a pre-defined color space.

Let the distribution of the ellipsoid to be described by the
covariance matrix M:

M=f (f) =
ReRy RG. RiBs
RG: GG GiB; (5)
R«Bx G.B, BB

where the matrix elements are computed by

RRe=> > Re(x) Re(x)

i€S xeX'

(6)

where S is a set of images, and X' is the set of pixels
coordinates x in image /. Matrix M describes the deriva-
tives energy in any direction ¥. This energy is computed
by E(¥) = ¥M#P. Matrix M can be decomposed into
eigenvector matrix U and eigenvalue matrix A according to

M = UAAU®. This provides us with the saliency function
g:

g (fi) = N IUH,. (7)
Substitution of Eq. 7 into Eq. 5 yields
g (f) (g(f)) = A"IUTUAAUTUA ! =/, (8)

meaning that the covariance matrix of the transformed im-
age is equal to the identity matrix. This implies that the
derivative energy in the transformed space is equal in all
directions.

Using this procedure, we can generate an image where the
energy of the information of the first order derivatives is
considered. Fig. 2c shows an example.

4 RESULTS OBTAINED: In this section we explain the
procedure to follow in order to determine the correctness
of the methods detailed in sections 2 and 3. Afterwards we
show prior results obtained.

To figure out the validity of both methods, we use a widely
used dataset and benchmark, introduced in [3]. First, we
take an image that will be segmented using two different
methods. One of them, is the Mean Shift (MS) [5]. It
have a public available version, called EDISON [5] and
has been widely used and studied. As a second segmen-
tation method, we use the one introduced in [14], as a new
method which outperforms Mean Shift. The next step, is
to compute an error measure. The one that we propose,
is the Boundary Displacement Error (BDE) [1] since fits to
a segmentation problem where there is no control about
the number of segments. Having all these segmentations
we compute their saliency index S(/) following equations 1
and 2. Afterwards, we apply color boosting to the original
image (Fig. 2a) and we generate the energy image of it
(energy of its first order derivatives). The energy image is
showed in Fig. 2c. Note its great similarity with human seg-
mentation (Fig. 2b). Then, we compute the intersection
between the energy image and the borders of the regions of
each segmentation. That is, the overlapping of each region
normalized by the number of points of the region's border
Ng(R;).
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Fig. 2: (a) Original image extracted from the Berkeley dataset. (b) Human Segmentatl)on (benchmark). (c) Energy
of (a) after applying Color Boosting. (d-f) Segmentations obtained with Mean Shift.(g-i) Segmentations obtained with
RAD. As can be seen h) is the segmentation that looks more similar to b) being the one selected as the best segmentation

for both tested methods as well as the error measure (BDE).

Hence, if the goodness methods analyzed in this article
predict that the best segmentation is the same as the one
predicted using BDE and a benchmark, it would means that
these methods can be effectively used to determine the
goodness of a segmentation without consulting a bench-
mark. Table ?? summarizes results obtained. We can see
how both Heidemann and Color Saliency correctly predict
that the best segmentation is RAD2, as confirmed by the
BDE score obtained using the benchmark.

5 DISCUSSION AND FURTHER WORK: In this article
we have seen how the measure of goodness analyzed have
a correct behavior. Heidemann computes the color distinc-

tiveness of a region, whereas the method proposed using
Color Boosting, introduces the chromatic information of ev-
ery region obtained. The second difference is that whereas
Heidemann uses the segmented image, the second approach
uses the original image. Since both methods give correct
results, the next steps is to combine both ideas in a sin-
gle measure as well as to perform a further analysis of its
performance.
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