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Abstract— The ability of certain animals to control their eye movements and to follow a moving target has
largely been focused in biological research. This article examines the problem of gaze control on a moving
object manipulating the degrees of freedom of an active platform, without requiring the ability to recognise
the target. Following the theoretical framework established by the active vision paradigm it has been designed
and developed the CVC-II head-eye system which is an anthropomorphic head with 6 optical and 4 mechanical
degrees of freedom formed by standard components. Generality, reliability and real-time performance are the
main goals of the algorithms to control each of the basic visual processes. The designed strategy of these
processes are based on several aspects of biologic visual system, binocular geometry and motion decomposition.
Finally, we build a mobile platform, Guidebot, to erperiment with some of higher visuals tasks as time to

contact, navigation and following a moving target.

1. INTRODUCTION

Computer vision deals with the analysis of images
in order to. achieve results similar to those obtained
by the humans. Towards this objective, some com-
putational theories and algorithms dealing with in-
ternal representations have been developed [1]. This
approach has obtained important results. Other
paradigms in computer vision prefer to consider the vi-
sual system in the context of the behaviour of a robot
interacting with a dynamic environment. These ideas
were the base for a paradigm that has been established
under the term active vision. First pioneers on active
vision were Bajcsy [2], Aloimonos et al [3] and Bal-
lard [4], they explained from different viewpoints the
advantages of the interaction between sensors and mo-
tors. Semsors provide perception to inform the crea-
ture’s behaviour, and motors make the creature an
active observer using its sensors to get the maximum
advantage.

The system that governs the eye movements is
known as the oculomotor control system. The ocu-
lomotor system is composed by a set of basic move-
ments, the more important are:

o Optical movements: focus.
+ Eye movements: saccade, smooth pursuit and ver-
gence.

All these movements cooperate in several visual

tasks to perform a set of visual behaviours, such as
fixation and holding. Generally, the control and co-
ordination of eye basic movements to perform these
visual behaviours is known as gaze control.

In this paper, we firstly describe different algorithms
to perform the basic movements of the oculomotor sys-
tem. Secondly, we present a model of gaze control in
order to co-ordinate these basic movements. Finally,
we propose a set of examples of visual tasks to show
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feasibility of gaze control algorithms. The results of
the visual tasks are tested on a mobile platform.

2. FOCUS

In computer vision, and also in biological vision, is
important to acquire sharp images to extract informa-
tion from the images, because defocused images have
less information than sharply focused images. More-
over, one can derive depth information from focusing.
We have developed an auto-focusing algorithm whitch
enables the optical system to focus on an object in a
scene even when the object is moving.

Our algorithm [5] is divided in two parts:

o Computing a measure of defocusing. For this part
we chose the dynamic focus criterion (DFC) [6]. This
criterion is computed by comparing (point to point)
the grey-level values of two images instead of compar-
ing the energy of the first or second derivatives.

o Applying an algorithm that controls the lens move-
ments towards the best-focused image, we propose an
optimal search algorithm to find the best focused im-
age using the DFC. Optimality is given in terms of
the number of lens movements. The algorithm does
not only consider the unimodal property, as the clas-
sical Fibonacci search does [7], but it also considers
the symmetry of the criterion function.

In the figure 1(a) we can see a set of images taken
out from a real sequence acquired during the execution
of the algorithm.

‘3. . VERGENCE

The vergence is one of the basic ocular movements.
The main objective is to keep the target of interest
centred in the visual field while the target is moving
in depth. To perform this pursuit the eyes make a
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(a) Vergence plane, vergence an-
gle, w and the fixation pan angle,
" .

(a) Focus (b) Vergence.

(b) The algorithm computes the NCC over
a set of image pairs equally spaced from
the centre (Images ar taken on the epipo-
lar band).

v=29.6

y-138
Fig. 2. Vergence Control System

rotation movement of both eyes of the same magnitude
but in opposed direction.

Therefore, for this movement the oculomotor sys-
tem controls the angle between the optic axes, and it
is called the vergence angle, w, see figure 2(a). The
control is made in such a way that a fixation point
w208 vl along some specified gaze direction is kept at the cen-
tre of the visual field.

Given that, the vergence angle is directly related to
target distance, the visual cues related with depth can
be used to help the vergence system. The algorithm

(¢) Smooth pursuit.)

Fig. 1. Sequences of images of basic movements
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proposes to use disparity as the visual cue for to the
vergence control system.

In active vision the problem disparity calculation is
treated from different points of view: cepstral filter [8],
phase correlation [9] and normalised cross-correlation
(NCC) [10], [11].

The vergence control system proposed is based on
the NCC! :

S = ), — )
Vot - (s — i)

assuming that the vergence movement produce a ro-
tation of both eyes of the same magnitude but in op-
posed direction, this mean that the target is located
symmetrically with respect to the centre of each image
(see figure 2(b)). The algorithm selects a sub-image,
over the left epipolar band, and computes the NCC
with the symmetrical sub-image in the right epipolar
band. This pair of sub-images are taken along the
epipolar band. At the end of this step we get a sym-
metrical correlation index (see also figure 2(b)). All
the minima of this index that surpass a fixed value,
give us information about possible targets. As it can
be seen, there is a set of minima that are very close
to the main minimum. In order to assure the correct
choose, the proposed algorithm makes a second NCC
between the sub-images corresponding to each mini-
mum and the sub-image acquired in the previous stage
't — 12, In figure 1(b) we can see-a sequence of images
extracted form a real execution of the algorithm.

NCC=1-

1)

4. SMOOTH PURSUIT

. The smooth pursuit is one of the basic ocular move-
ments. The main objective is to keep the target of
interest centred in the visual field when the target is
‘moving laterally. This produce a rotation of both eyes
of the same magnitude and in the same direction.

In a first approach, the solution can be seen as a
monocular stabilisation problem. Solving the prob-
lem for each camera the problem of smooth pursuit is
also solved. Even though, the solution is correct, it
does not take advantage of all the possibilities of the
binocular head.

One way to measure the degree of binocular dis-
placement, also called version, can be made from two
angles called pan, ¢, and tilt, v, which correspond to
the gaze azimuth and elevation of the fixation system.
Figure 2(a) shows this geometry in the case of y = 0,
that is, on the vergence plane. These angles are di-
rectly related to the target slip and all the visual cues
related with movement detection can be used to de-
sign the version system. The proposed algorithm uses
the positional error as the input of the system.

lwhere p; i pr are the average grey levels for the left and right
images .

2The algorithm assume that in ¢ = 0 the target is centred in
both images.

The version control system presented is based on
NCC and on the permanent vergence hypothesis. This
hypothesis is based on the immediate compensation of
the vergence error, therefore, version algorithm works
with images where the target is located in the same
position in both images, that is, the target has null
disparity. : :

The hypothesis of permanent vergence let us to de-
fine a new image that is the mean of left and right
image, and is called cyclop image:

_ Il+Ir

I, 5

The version algorithm begins with the application
of the NCC over a sub-image centred in the middle of
the cyclop image taken in step ¢t — 1, and a search im-
age, twice times bigger than the size of the template
pattern, centred arround the middle of the current cy-
clop image, taken in step {. The amount of movement
is found when the best match is found and thereby
the best estimate of movement during that cycle is
achieved.

In figure 1(c) we can see a sequence of images ex-
tracted form a real execution of the al\gorithm.

5. SACCADE

The saccade movement is the last basic movement
that we have to studied. Saccade are point to point
ballistic movements of the eyes produced by the need
of fixing on a new target over the center of the im-
age. The stimuli associated to this change are all the
cues related with the attentional mechanism (colour,
texture, geometric structure, speed, sounds, etc).

The ballistic character of saccades refers to the fact
that they are not image driven, i.e. their trajectory
is not affected by the image during the motion. As
point to point movements they are purely position
controlled and require exact position of the target
beforehand. This movement is suddenly rotacional
movements of both eyes with the same magnitude and
direction. In this sense, it is very similar to the smooth
pursuit, but in the saccade system the positional error
is pre-calculated by the attentional mechanism.

6. GAZE CONTROL

In the processing stage the acquired images need
to be kept relatively stable on the retina so that vi-
sual processing may be carried out. If the image slips
across the retina, the receptors loose the ability to re-
solve the vision problems because of blur. Thus, the
control problem of the eyes movement is inherent in
active vision, and is considered one of the most im-
portant [12], [8]. The gaze control centres its work
in one hand in the visual feedback from the cameras
and in the other in the control loop around the feed-
back. The problem of gaze control can be divided in
two gaze movements: to hold an image stable on the
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Fig. 3. Gaze control scemes

retina, and to move ﬁhg eye to look at new position
in the space. These have been referred as holding and
shifting movements in [13]. ‘Each movement has a spe-
cific task in the visual perception and shows a modu-
lar structure that builds the oculomotor system. The
gaze holding involves maintaining fixation on moving
objects from a moving gaze platform, The gaze shift-
ing transfers fixation rapidly from oné"v;isual target to
another. The general distinction between these two
movements is based on the speed, amp]itt\xd\e and the
“inter-ocular co-operation of the basic movements.

Fig. 4. Graphical representation of the gaze shifting algorithm

6.1. Gaze Holding

In this section we present the visuomotor behaviour
that implement the holding system, also called binocu-
lar tracking. This behaviour is composed by focus and
vergence to get depth information about the target
movement and smooth pursuit to get lateral displace-
ment. The co-ordination is based in a parallel scheme
with three behaviours running at the same time. This
scheme is broken when the hypothesis of permanent
vergence is no longer guarantee. In this situation the
output of the version process does not have correct
input and the positional error estimation can not be
extracted. The vergence behaviour inhibits® the pur-
suit behaviour. The scheme of this algorithm can -be
seen in figure 3(a).

6.2. Gaze Shifting

The gaze shifting is the ballistic change to a new
.point in the three-dimensional scene. This behaviour

needs three basic movements, focus and vergence for
depth information and saccade for lateral displace-
ment. The co-ordination follows a sequential schema.
First of all, a saccade movement is performed, that
movement is ordered by an attentional process.

After this movement, the system has a new visual
scenario, the eye that had visible the new target point
of fixation, now it has the object centred in the middle
of the image. The other eye needs to make a move-
ment of vergence that is driven by the focus system.
The focus algorithm gives to the system the informa-
tion about depth, and thus limit the search area for the
vergence movement. In figures 3(a) and 4 we can see
the co-ordination scheme and the graphical sequence
of the algorithm steps.

3Using a subsumption strategy
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Fig. 5. Working example of diferent visual tasks.Left and right images in a time-to-contact sequence

7. EXPERIMENTS

In this section we show the results of some experi-
ments on the presented gaze control algorithms. The
system runs in a Pentium-166 over a mobile platform
called Gidebot [14].

The mobile platform use the parameters of the gaze
control algorithms to decide the movements to be
done. The experiments are du'ected to implement
some visual tasks:

1. Time-to-contact (figure 5): the system selects a tar-
get and moves ahead the platform until the vergence
angle is bigger than a value of security. If pan angle
has a deviation bigger than a fixed value the system
turn to left or to right to straight again.

2. Following moving objects (figure 6): the gaze con-
trol parameters are used as in previous task. Now,
if the vergence is bigger than the security value the
mobile platform remains stopped, if vergence angle is
smaller than the security value the platform moves
ahead.

3. Obstacle avoidance (figure 7): the system selects-

a target and moves ahead until the security distance,
then, it turns around taken the fixation point as a
centre of the avoidance movement, i.e. the system
have to maintain the vergence angle fixed while the
platform turns and advances to avoid the obstacle.

8. CONCLUDING REMARKS

‘We have presented two visual behaviours, gaze hold-
ing and gaze shifting, for head-eye systems. The gaze
control is built from a set of basic movements. The
systems proposed in this work for the basic movements
is based on the simplicity of the algorithms and in the
fact that the use of a feedback control architecture
compensates low precision errors. This design let rise
a behaviour with a high level of confidence.

These behaviours have been used for solving a set
of relevant problems for autonomous system as time-
to-contact, following a moving objects and obstacle
avoidance strategy. These algorithms use information
of the state of the head system, i.e. vergence angle,
pan and tilt of the mount, to decide the next move-
ment of the mobile platform.
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